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SUMMARY

In this paper, parallel processing is used to analyze the mixing and combustion behavior

of hypersonic flow. Preliminary work for a sonic transverse hydrogen jet injected from a

slot into a Mach 4 airstream in a two-dimensional duct combustor has been completed

[Moon and Chung, 1996]. Our aim is to extend this work to three-dimensional domain

using multithreaded domain decomposition parallel processing based on the flowfield-

dependent variation theory [Schunk, Canabal, Heard, and Chung, 1999; Schunk and

Chung, 1999].

Numerical simulations of chemically reacting flows are difficult because of the strong

interactions between the turbulent hydrodynamic and chemical processes. The algorithm

must provide an accurate representation of the flowfield, since unphysical flowfield

calculations will lead to the faulty loss or creation of species mass fraction, or even

premature ignition, which in turn alters the flowfield information. Another difficulty

arises from the disparity in time scales between the flowfield and chemical reactions,

which may require the use of finite rate chemistry. The situations are more complex

when there is a disparity in length scales involved in turbulence. In order to cope with

these complicated physical phenomena, it is our plan to utilize the flowfield-dependent

variation theory mentioned above, facilitated by large eddy simulation. Undoubtedly, the

proposed computation requires the most sophisticated computational strategies. The

multithreaded domain decomposition parallel processing will be necessary in order to

reduce both computational time and storage. Without special treatments involved in

computer engineering, our attempt to analyze the airbreathing combustion appears to be

difficult, if not impossible. We describe in detail the parallel processing strategy below.

Multi-threaded programming is utilized to take advantage of multiple computational

elements on the host computer. Typically, a multi-threaded process will spawn multiple

threads which are allocated by the operating system to the available computational

elements (or processors) within the system. If more than one processor is available, the

threads may execute in parallel resulting in a significant reduction in excution time. If

more threads are spawned than available processors, the threads appear to execute

concurrently as the operating system decides which threads execute while the others wait.

One unique advantage of multi-threaded programming on shared memory multiprocessor

systems is the ability to share global memory. This alleviates the need for data exchange

or message passing between threads as all global memory allocated by the parent process

is available to each thread. However, precautions must be taken to prevent deadlock or



raceconditionsresultingfrom multiple threadstrying to simultaneouslywrite to the same
data.

Threadsareimplementedby linking anapplicationto asharedlibrary andmakingcalls to
the routines within that library. Two popular implementationsare widely used: the
Pthreadslibrary (and its derivatives)that areavailableon most Unix operatingsystems
and the NTthreadslibrary that is availableunderWindows NT. There aredifferences
betweenthe two implementations,but applicationscanbe ported from one to the other
with moderateeaseand many of the basic functions are similar albeit with different
namesandsyntax.

Domain decomposition methods can be used in conjunction with multi-threaded
programmingto createanefficient parallel application. The sub-domainsresulting from
the decompositionprovide a convenientdivision of labor for the processingelements
within the host computer. In this application, an Additive Schwarz domain
decompositionmethodis utilized. The methodis illustratedbelow (Figure 1) for a two
dimensional square mesh that is decomposedinto four sub-domains. The nodes
belonging to eachof the four sub-domainsare denotedwith geometricsymbols while
boundarynodesare identified with bold crosses. The desire is to solve for each node
implicitly within a singlesub-domain, For nodeson theedgeof eachsub-domainthis is
accomplishedby treatingtheadjacentnodein theneighboringsub-domainasa boundary.
The overlappingof neighboringnodesbetweensub-domainsis illustrated in Figure 2.
Higher degreesof overlapping, which may improve convergenceat the expenseof
computationtime, arealsoused.

In a parallel application, load balancing betweenprocessorsis critical to achieving
optimum performance. Ideally, if a domaincould bedecomposedinto regionsrequiring
an identical amountof computation,it would be a simple matter to divide the problem
betweenprocessingelementsasshownin Figure3 for four threadsexecutingonanequal
numberof processors.

Unfortunately,in a "real world" applicationthedomainmay notbedecomposedsuchthat
the computation for each processor is balanced,resulting in lost efficiency. If the
executiontime requiredfor eachsub-domainis not identical,the CPU's will becomeidle
for portionsof time asshownin Figure4.

Oneapproachto loadbalancing,as implementedin this application, is to decomposethe
domaininto moresub-domainsthanavailableprocessorsand usethreadsto perform the
computationswithin eachblock. The finer granularitypermitsa moreevendistribution
of work amongsttheavailableprocessingelementsasshownin Figure 5.

In this approach,the numberof threadsspawnedis equal to the number of available
processorswith each thread marching through the available sub-domains (which
preferablynumberat leasttwo timesthe numberof processors),solving one at a time in
an "assembly-line"fashion. A stackis employedwhereeachthreadpops the next sub-
domain to besolvedoff of the top of the stack.Mutual exclusion locks areemployedto
protectthestackpointer in theeventtwo or morethreadsaccessthestacksimultaneously.
Eachthreadremainsbusyuntil thenumberof sub-domainsis exhausted.If thenumberof



sub-domains is large enough, the degree of parallelism will be high although
decomposingaprobleminto too manysub-domainsmayadverselyaffect convergence.

The above approach will be utilized for the analysis of hypersonic airbreathing
combustionwith hydrogenfuel. Without usingtheparallel processing,the analysiswith
Mach 4 free-streamvelocity for the finite ratechemistrywith 18specieshasbeencarried
out asshown in Figs. 6 through8 [Moon andChung, 1996]. In this study,the standard
K -e model wasused. The proposedpaperwill utilize the largeeddy simulationwith
highMach numbersandhighReynoldsnumbers. It is our planto report on the maximum
rangesof MachnumberandReynoldsnumbertheproposedalgorithmcanaccommodate.
Our eventualgoal in this paper is to determine the relationship betweenmixing and
combustion efficiency. Length scales and time scales involved in turbulence and
combustionwill be thoroughlyinvestigated.
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